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ABSTRACT The use of artificial intelligence (AI) is spreading rapidly in healthcare. AI systems have no 
regulation of their own in the European Union, but are subject to a growing set of overlapping regulations that 
are difficult to identify and systematize. This paper provides an orderly analysis of all these regulations at the 
European level in order to clarify the cardinal points of the regulation of AI systems in healthcare, as it is not 
homogeneous, but depends on the specific use of the system. The new EU’s Regulation on AI and the 
Regulation on Medical Devices are the two key points that should complement each other. However, they are 
insufficient as the AI Regulation is too generic and the Medical Devices Regulation is outdated. Therefore, a 
specific regulation is needed to regulate the use of AI in healthcare. 

1. Artificial intelligence in the European
Union’s new digital policy
Nearly a decade ago, the European Union

shifted its strategy in digital policy.1 Previous-
ly, the Union favored a non-regulatory ap-
proach to digital innovation, allowing techno-
logical progress to develop freely. Regulation 
was basically based on corrective, negative, 
reactive and ex post measures. This approach 
facilitated significant advances such as the 
personal computer and the Internet, which de-
veloped under minimal intervention on specif-
ic issues such as privacy, intellectual property 
and consumer rights.2 

At the beginning of the last decade, a shift 
in the model was initiated due to the increas-

* Article submitted to double-blind peer review.
This paper is part of the research project “Artificial In-
telligence in the national health care system: solutions to
specific legal problems” (PID2021-128621NB-100), di-
rected by José Vida Fernández and founded by the Min-
istry of Science and Innovation of Spain 
(MCIN/AEI/10.13039/501100011033/) and by 
“FEDER: A way of making Europe”. 
1 On the origin of this change see U. Beck, The Digital 
Freedom Risk: Too Fragile an Acknowledgment, in 
Quaderns de la Mediterrània, no. 22, 2015, 141-144. 
Also see J. Vida, The Risk of Digitalization: Transform-
ing Government into a Digital Leviathan, in Indiana 
Journal of Global Legal Studies, vol. 30, no. 2, 2023, 3-
13. On the peculiarity of the European strategy for regu-
lating digital innovation and its impact on innovation
see A. Bradford, The False Choice Between Digital
Regulation and Innovation, European University Insti-
tute, 2024.
2 This explains why there has not been a piece of legis-
lation like a Personal Computer Act or an Internet Act.
The closest thing to the latter has been Directive
2000/31/EC on certain legal aspects of information-
society services, in particular electronic commerce, in
the Internal Market (‘Directive on electronic com-
merce’), which states that Member States may not re-
strict the freedom to provide information-society ser-
vices of another Member State (art. 3).

ing significance of the digital transformation 
for both economic growth and social devel-
opment, as well as the imperative to foster an 
environment of trust and security. This change 
stemmed from the emergence of a new gener-
ation of data-protection regulation.3 This regu-
lation introduced proactive, ex ante measures 
aimed at prevention, actively engaging indi-
viduals in compliance (proactive responsibil-
ity). It adjusted the level of intervention based 
on the scale and severity of the risks (risk-
oriented approach) and incorporated obliga-
tions from the outset (protection by design and 
by default). Additionally, it introduced sup-
plementary measures such as self-regulation 
(codes of conduct) and co-regulation (certifi-
cations). 

These new measures were applied across 
the entire digital sector, marking a departure 
from the traditional laissez-faire approach to 
digital policy. This shift is evident in the regu-
lation of large platforms, such as the Digital 
Services Act and the Digital Markets Act, 
which introduce ex ante regulations.4 Howev-
er, the most notable change can be observed in 
the regulation of artificial intelligence (AI). 
For the first time, restrictions and limitations 
are imposed on the use of a digital innovation. 
AI regulation includes the most innovative 
and intensive instruments within the new EU 
digital policy as a response to its penetration 

3 Specifically, Regulation (EU) 2016/679 of 2016 on the 
protection of natural persons with regard to the pro-
cessing of personal data and on the free movement of 
such data (General Data Protection Regulation).  
4 These are Regulation (EU) 2022/2065 on a single 
market for digital services (Digital Services Act) and 
Regulation (EU) 2022/1925 on contestable and fair 
markets in the digital sector (Digital Markets Regula-
tion), and other regulations that make up the new digi-
tal-services package. 
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and disruptive potential.  
According to the legal definition contained 

in the Regulation on Artificial Intelligence 
(RIA), 5 AI systems are software based on new 
forms of programming6 that endow them with 
hitherto unknown functionalities, such as the 
capacity to generate predictions, contents, 
recommendations or decisions.  

These systems are no longer linear, propos-
ing solutions in a deterministic way, but have 
a certain autonomy although they are not in-
dependent, since they solve specific problems 
according to previously defined objectives.7 
AI systems are structured in various modali-
ties, spanning from foundational models (gen-
erative AI) capable of executing multiple tasks 
(such as summarizing, responding, supervis-
ing, etc.) to highly specialized programs tai-
lored for specific functions (like e-mail spam 
filters). Additionally, AI systems can be mani-
fested in different forms. They can either 
function directly as software or be incorpo-
rated into robotic devices (such as articulated 
arms or vehicles), enabling them to translate 
their actions into physical responses by inter-
acting with the environment. 

The distinct attributes of AI, coupled with 
its rapid advancement and increasing ubiquity, 

 
5 Regulation (EU) 2024 laying down harmonized rules 
on artificial intelligence defines AI systems as “a ma-
chine-based system that is designed to operate with var-
ying levels of autonomy and that may exhibit adaptive-
ness after deployment, and that, for explicit or implicit 
objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, recom-
mendations, or decisions that can influence physical or 
virtual environments” (art. 3 RIA). Although the Com-
mission’s proposal referred to “software” and the final 
version opts for “machine-based systems” – probably to 
make it more generic –, AI system will generally consist 
of software. For an approach to AI legal definition see J. 
Vida Fernández, Artificial Intelligence in Government: 
Risks and Challenges of Algorithmic Governance in the 
Administrative State, in Indiana Journal of Global Le-
gal Studies, vol. 30, no. 2, 2023, 73-75. 
6 Specifically, these are techniques based on machine-
learning strategies, logic-based strategies, statistical 
strategies, etc. Unlike classical programming, in which 
systems receive data and rules to obtain results, AI sys-
tems receive data and results to define the rules that 
solve the problems posed, which gives them new func-
tionalities. 
7 This specific AI (or narrow AI) is different from gen-
eral AI (or strong AI) that characterizes human beings, 
which is not yet far from being achieved. See A. Zlot-
nik, Artificial Intelligence in Public Administrations: 
Definitions, Project Feasibility assessment and Applica-
tion Areas, in Boletic, no. 84, 2019, 27–28. See also S. 
C. Kantheti and R. Manne, Application of Artificial In-
telligence in Healthcare: Chances and Challenges, in 
Current Journal of Applied Science and Technology, no. 
40, 2021,78-89.  

have led to the implementation of various reg-
ulatory strategies at both the international and 
national levels.8 The EU has been at the fore-
front of this movement, issuing a series of 
documents that have culminated in the Regu-
lation on Artificial Intelligence (RIA) and the 
proposal for a Directive on AI liability9 within 
a particularly short timeframe. These initia-
tives will be complemented by additional reg-
ulations addressing matters such as intellectu-
al property rights, military applications, and 
more. 

The European strategy on AI is unique as it 
does not solely rely on regulations but incor-
porates several soft-law instruments that pro-
vide a more flexible, agile and precise ap-
proach. They contain policy declarations on 
digital rights, which although not directly en-
forceable, offer guidance and serve as inter-
pretative frameworks. Additionally, ethical 
guidelines, which preceded the Regulation 
now complement it. Furthermore, standardiza-
tion plays a crucial role as a private and vol-
untary tool essential for managing this special-
ized and changing sector. 

AI governance encompasses a comprehen-
sive package of measures, comprising both 
traditional regulations and soft-law approach-
es. This comprehensive approach stands in 
contrast to the limited initiatives taken in the 
governance of other disruptive technologies 
such as blockchain, cloud computing, virtual 
reality, quantum computing, etc. 

2. The impact of artificial intelligence on 
healthcare  
The healthcare sector is experiencing a 

surge in the adoption of AI. This is due in part 
to the vast amount of data generated within 
the healthcare systems, which allows AI to be 
trained on a wealth of scientific evidence.10 

 
8 In the United States, President Biden issued Executive 
Order on the Safe, Secure, and Trustworthy Develop-
ment and Use of Artificial Intelligence on October 30, 
2023. Section 8 is specifically dedicated to the protec-
tion of patients (Sec. 8. Protecting Consumers, Patients, 
Passengers, and Students). 
9 The Proposal for a Regulation of the European Parlia-
ment and of the Council laying down harmonized rules 
on artificial intelligence (Artificial Intelligence Act) 
COM/2021/206 final was submitted on April 21, 2021 
and has been adopted in three years. As for the Proposal 
for a Directive from the non-contractual liability rules to 
artificial intelligence (AI Liability Directive) 
COM/2022/496 final was submitted on September 28, 
2022 and continues to be processed. 
10 In this sense, William Osler stated that “Medicine is a 
science of uncertainty and an art of probability”. There 
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This, in turn, empowers the development of 
AI-powered tools that can significantly impact 
patient care. 

The integration of AI is driving a profound 
transformation across all levels of the 
healthcare sector. This integration enables ad-
vancements in disease prevention, treatment, 
and management. AI facilitates a deeper un-
derstanding of both individual and population 
health, leading to innovations that improve ef-
fectiveness and efficiency within healthcare 
delivery. 

EU and its Member States are increasingly 
interested in integrating AI into healthcare. 
Their primary goal is to enhance the health of 
their citizens and deliver top-quality 
healthcare services. Moreover, they are facing 
a rising healthcare expenditure, which they 
hope to mitigate through efficient resource 
management made possible by digitization. 

This explains the extraordinary momentum 
of AI in healthcare, which promises to intro-
duce substantial changes that will take the dig-
ital transformation of the sector to the next 
level. Until now, digital healthcare (e-Health) 
was limited to the provision of remote 
healthcare services via the Internet (telemedi-
cine) and the digitization of management 
(electronic medical records).11 IA introduces a 
qualitative change that affects substantive is-
sues and is transforming the practice of 
healthcare professions and the organization 
and management of healthcare services, lead-
ing to intelligent healthcare (i-Health).12 

Although the transformative potential of AI 
extends to all sectors, it is essential to recog-

 
are innumerable reports from consulting firms that high-
light the potential of AI in the field of healthcare, such 
as McKinsey Technology Trends Outlook 2022. 
11 Digital transformation for healthcare has so far been 
limited to so-called online government (e-Health), 
which essentially consists of putting healthcare online, 
as it is based in one specific technology, such as the In-
ternet, and its sole purpose is to enhance interaction by 
eliminating the spatial and temporal barriers that sepa-
rate healthcare services from patients. e-Health is purely 
instrumental, but not substantial, as it is limited to con-
sidering interactions between the healthcare systems and 
patients by streamlining information distribution and 
service provision, but without the ability to change the 
model or essence of healthcare. For an overview of e-
Health see M.N. Moreno Vida, Impacto de la medicina 
4.0 en el sistema de salud, in Revista de derecho de la 
seguridad social. Laborum, no. 6 (extra), 2024, 345-
375. 
12 According to the characteristics of AI, digitalization 
will no longer be instrumental but substantive, as it af-
fects decision-making and service-delivery processes. 
AI will lead to a real transformation of healthcare as de-
tailed below. 

nize that healthcare is a particularly sensitive 
area. Here it intersects with crucial legal val-
ues such as physical human life, privacy and 
human dignity. These values must be carefully 
balanced with the advancement of public and 
private activities. Consequently, intense public 
intervention has emerged aimed at safeguard-
ing health and related principles and values 
while ensuring that healthcare delivery re-
mains reliable and accessible. 

In this context, the integration of AI into 
the healthcare sector is expanding across all 
its dimensions, with varied implications for 
the public interest and the rights and freedoms 
of citizens. These implications differ depend-
ing on the specific field in which AI is ap-
plied. 

A distinction must be made between the 
use of AI in healthcare at the individual level 
and its professional application for healthcare 
purposes. In the first case, AI is used to moni-
tor and improve health in the private sphere, 
both by citizens and companies, as evidenced 
by the proliferation of health apps in mobile 
devices (smartphones, smartwatches) that col-
lect body data (Internet of Bodies, IoB). The 
management of a massive volume of citizens’ 
health data, conveniently processed through 
AI systems, can contribute to the improve-
ment of public health both at the individual 
level, promoting healthy habits and monitor-
ing health status, and at the collective level, 
analyzing the health of the population, identi-
fying problems or threats and allowing the 
planning and management of health strategies 
and policies in both the private and public 
spheres. 

However, our focus here will be on the use 
of AI for healthcare purposes, which is gov-
erned by a complex legal framework compris-
ing numerous overlapping and complementary 
rules. The applicable regulations vary depend-
ing on the scope and application of AI, thus 
necessitating the distinction and systematiza-
tion of the various contexts in which AI can 
be employed within the healthcare setting:13 

 
13 A summary in T. Davenport and R. Kalakota, The po-
tential for artificial intelligence in healthcare, in Future 
Healthcare Journal, 2019, vol 6, no. 2, 2019, 94-98. Al-
so see N. Terry, Of Regulating Healthcare AI and Ro-
bots, in Yale Journal of Law and Technology, no. 21, 
2019, 3-20 and F.J. Estella Pérez and N. Escobedo Or-
tega, La inteligencia artificial en el sector salud: 
aplicaciones e impacto, in I+S: Revista de la Sociedad 
Española de Informática y Salud, no. 158, 2024, 21-24. 
A more detailed tour of the various applications can be 
found at Artificial Intelligence in Healthcare: Applica-
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a) On the one hand, AI is playing an increas-
ingly important role in research, becoming 
an indispensable factor in healthcare inno-
vation. Thus, AI reduces the time and cost 
for the discovery of new drugs and makes 
it possible to identify new therapies for cer-
tain diseases. 

b) In medical practice, AI systems find appli-
cation across various segments of 
healthcare: 

1. Prevention: They enable the identification 
of future disease trends or health issues at 
both the individual and collective levels. 
For instance, software that forecasts can-
cer risk years in advance or detect suicide 
risk by analyzing behavior on social net-
works. 

2. Diagnosis: This is an area where signifi-
cant progress has been achieved. For ex-
ample, AI aids in diagnosing diabetic ret-
inopathy from imaging or even COVID-
19 from analyzing the sound of the voice. 

3. Treatment: AI is increasingly applied in 
treatments, ranging from precision sur-
gery assisted by AI to personalized drug 
treatments or precision medicine. 

4. Patient Monitoring: AI systems are also 
utilized in monitoring patients, such as 
predicting epileptic seizures or assessing 
the success of rehabilitation for patients 
with addictions.  

c) In healthcare management, AI software is 
increasingly used in the organization, man-
agement and delivery of healthcare ser-
vices at different levels: 

1. Micro Level: AI systems optimize the 
scheduling of individual patient visits, 
enhancing efficiency in patient manage-
ment. 

2. Middle Management Level: AI systems 
are employed for organizing services, in-
cluding the coordination of urgent ambu-
lance transport or the management of 
primary care services. 

3. Macro Level: AI systems play a role in 
structural decision-making within 
healthcare policies. This includes deter-
mining the locations of healthcare facili-
ties, managing personnel policies, and 
making decisions regarding the authoriza-
tion and financing of drugs. 

As it can be seen, the use of AI systems 

 
tions, risks, and ethical and societal impacts, EPRS | 
European Parliamentary Research Service, Scientific 
Foresight Unit (STOA) PE 729.512 – June 2022.  

occurs in very different domains, each pre-
senting specific challenges and subject to dis-
tinct legal frameworks. Apart from these dif-
ferences in the areas in which AI is used, two 
additional factors modulate the legal regime 
and implications of AI usage. 

On the one hand, the role of AI systems in 
decision making must be taken into account. 
The implications are not the same when the AI 
system is used in an auxiliary way to support 
the decisions of healthcare professionals, and 
when they act in an automated way without 
direct human intervention in decision making.  

Another relevant factor is the context of 
use of AI systems, whether it is the private 
sector or whether they are used by public in-
stitutions subject to additional obligations and 
guarantees such as Public Administrations. 

3. The European Union strategy for artificial 
intelligence in healthcare 
The significant potential presented by the 

integration of AI into healthcare systems, 
along with its strategic importance for the fu-
ture of healthcare, has positioned it as a priori-
ty in EU’s digital transformation policies. It is 
essential to recognize that the drive for the 
digital transformation of healthcare and the in-
tegration of AI into the EU stems from two 
distinct policies: digital policy and health pol-
icy. 

Regarding digital policy, successive gen-
eral strategies of the Union have increasingly 
emphasized the importance of AI, as evi-
denced in the current strategy outlined in the 
2020 Communication “Shaping Europe’s Dig-
ital Future,” which includes generic mentions 
of AI. The 2021 Communication “Digital 
Compass 2030,” goes further by establishing 
objectives for the incorporation of AI.14 How-
ever, regarding the digitization of healthcare, 
these documents maintain a traditional per-
spective of e-Health, associating it primarily 
with the transition to electronic formats and 

 
14 The first reference to AI was included in the strategy 
“Shaping Europe’s Digital Future” [Commission Com-
munication COM(2020) 67 final, 19.2.2020] in which 
AI is mentioned generically as a relevant innovation and 
a White Paper is indicated as an action but without 
much pretension.  
In the current strategy Digital Compass 2030: Europe’s 
approach for the Digital Decade (Commission Commu-
nication COM(2021) 118 final 9.2.2021), references to 
AI are multiplied, although no specific section is dedi-
cated to it, but reference is made to intelligent IT appli-
cations and a target is set for 75% of companies to have 
incorporated AI by 2030.  
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the implementation of telemedicine,15 without 
providing specific references to the applica-
tion of AI within healthcare. 

On the other hand, European AI strategies 
have indeed recognized the healthcare sector 
as one of the most susceptible to transfor-
mation, and promoting AI in healthcare has 
been proposed as an objective.16 However, 
this specific objective is not included in the 
European policy for Digital Administration, 
which maintains the traditional e-Health ap-
proach without explicit reference to the incor-
poration of AI.17 

The Union’s health policy is much more 
limited in scope, since it lacks competence 
over the organization and management of na-
tional health systems. Although there is no 
comprehensive EU health strategy as such, 
there has been a notable emphasis on digital-
health initiatives. This involves primarily tran-
sitioning to electronic formats, with a strong 
focus on the significance of accessing health 
data to advance research, prevent diseases, 
and enhance personalized health and care.18 

Indeed, it is within the Union’s data policy 
where the most significant impetus for AI is 
indirectly occurring. Progress is being made 
towards establishing a genuine European 
health-data space, which serves as the funda-
mental basis for the operation of AI applica-

 
15 The 2020 Communication “Shaping Europe’s Digital 
Future” refers to the promotion of electronic health rec-
ords, while the 2021 Communication “Digital Compass 
2030” points to online interaction, paperless services, 
electronic transmission and access to data instead of pa-
per and promotes access to digital health services. 
16 The Communication “Coordinated plan on artificial 
intelligence”, 7 December 2018 [COM(2018) 795 final] 
pointed to this potential and prioritized the health-data 
space. For its part, the White Paper on Artificial Intelli-
gence-A European approach aimed at excellence and 
trust, 19.2.2020 [COM(2020) 65 final] also highlights 
the transformation of AI in healthcare and, as estab-
lished in action 6, promotes AI by the public sector and, 
as a priority, in healthcare.  
17 The Berlin Declaration on the digital society and val-
ue-based digital administration at the ministerial meet-
ing during the German Presidency of the Council of the 
European Union on December 8, 2020 talks about im-
proving health systems and medical care through in-
teroperable digital solutions in the eHealth Network, 
such as the exchange of medical records or mobile 
health applications. 
18 On this issue see the Commission Communication on 
achieving the digital transformation of health and care 
services in the Digital Single Market; empowering citi-
zens and creating a healthier society, COM(2018) 233 
final, 25.4.2018. It makes hardly any mention of AI 
which is logical considering that at the time this tech-
nology was not yet too well known. 

tions in healthcare.19 
Beyond political directives, the EU’s sub-

stantial drive for AI, specifically in healthcare, 
is evident through its funding programs.  

The Union’s long-term budgets and the 
NextGenerationEU recovery plan are dedicat-
ed to promoting a green and digital transition 
across all sectors, including healthcare. A sub-
stantial portion of the €750 billion allocated 
will be directed towards healthcare, facilitated 
through mechanisms established at the nation-
al level. This funding aims to enhance 
healthcare systems to better address future cri-
ses. 

In addition to the Next Generation EU 
plan, the EU launched the EUproHealth 2021-
202720 program in response to the COVID-19 
pandemic, aiming to strengthen national 
health systems. With a budget of €5.3 billion, 
the EUproHealth program encompasses sever-
al action lines.21 These include strengthening 
the use and reuse of health data for healthcare 
delivery and research and innovation, as well 
as encouraging the adoption of digital tools 
and services. Moreover, the program empha-
sizes the digital transformation of healthcare 
systems, which involves the integration of AI. 

Indeed, it is evident that the Union is 
strongly dedicated to advancing the transfor-
mation towards digital healthcare. With a sig-
nificant economic allocation, the Union aims 
to promote the digitalization of healthcare ser-
vices, including integrating AI systems. 

 
 

 
19 The Communication “Towards a common European 
data space” COM(2018) 232 final of 15.4. 2018 con-
taining the guidelines of the European data strategy 
pointed to the access and exchange of health data which 
is developed in the Communication on digital transfor-
mation of healthcare COM(2018) 233 final and leads to 
the proposal for a Regulation of the Parliament and the 
Commission on the on the European Health Data Space 
presented on May 3, 2022 and which will allow the 
massive exchange of health data at European level for 
both primary (medical use) and secondary (research) 
use that only make sense and prove useful because of 
their incorporation into AI systems.  
20 Regulation (EU) 2021/522 of the European Parlia-
ment and of the Council of 24 March 2021 establishing 
a program of Union action in the field of health 
(“EUproHealth program”) for the period 2021-2027 and 
repealing Regulation (EU) 282/2014. 
21 The lines of action include improving and promoting 
health, protecting the population, providing access to 
medicines, health products and relevant products in the 
event of a crisis, ensuring that these products are availa-
ble, accessible and affordable, and strengthening health 
systems. 
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4. A map of the regulation of the artificial 
intelligence in healthcare within the 
European Union 
The current moment provides a favorable 

context for increased utilization of AI in 
healthcare at the European level. This calls for 
the urgent identification and systematization 
of the legal framework for AI in healthcare. 
Stakeholders, both public and private, in the 
sector are grappling with a complex web of 
regulations, including both existing laws and 
those pending approval. These regulations do 
not seamlessly align due to their differing ba-
ses, resulting in overlapping and disorderly ar-
rangements. 

As a starting point, it should be borne in 
mind that the European Union intervenes 
based on the principle of attribution of compe-
tences. Therefore, it is necessary to identify 
the competences through which it regulates 
the use of AI in healthcare.  

On one hand, the Union holds competence 
over the single market, allowing it to intervene 
on AI as a “product”. On the other hand, by 
virtue of this same competence over the single 
market, it can also regulate medical devices 
incorporating AI. 

On the other hand, the Union has no com-
petence to regulate the organization and man-
agement of national healthcare systems. It is 
therefore up to the Member States to regulate 
the use of AI in their healthcare systems tak-
ing into account the regulations on AI and 
medical devices. 

Thus, the Union has a wide scope for ac-
tion to regulate the use of AI in healthcare, but 
limited to AI as a technology and as a medical 
device – when used in medical practice –. On 
the other hand, its competence will be very 
limited when it comes to regulating how na-
tional healthcare systems should acquire, 
manage and use AI.  

Taking into account the competencies of 
the Union, it is easier to systematize the regu-
lations governing the use of AI in healthcare 
at the European level. It is useful to distin-
guish several blocks according to their pur-
pose, which include specific rules on AI, 
healthcare-related rules applicable to AI sys-
tems and other general rules regulating the ac-
tivity of these systems. The following sections 
analyze these regulatory blocks, outlined as 
follows: 
a) A first block of specific measures on AI as 

a technology that includes both standards 
and soft-law measures: 

1. The Artificial Intelligence Regulation of 
2024.  

2. The proposal for a Directive on liability 
for artificial intelligence. 

3. The European Declaration on Digital 
Rights and Principles for the Digital 
Decade 2023.  

4. The Ethical guidelines for trustworthy 
AI adopted by the Expert Group in 
2019. 

5. Technical standards (ISO, IEC, CEN, 
CENELEC, ETSI, SIST). 

b) The second block consists of health-sector 
regulations affecting the use of AI. 
1. Regulation of medical devices. 
2. National regulations on the organization 

and functioning of health systems. 
c) The third block includes the general rules 

that apply to complementary issues that 
frame the use of AI in the healthcare set-
ting: 
1. Data regulations.  
2. Regulations on digital services. 
3. Regulations on cybersecurity. 
4. Product safety regulations.  
5. Fundamental Rights.  

4. Artificial Intelligence Regulations that 
condition AI use in healthcare 

4.1. European Union Regulation on artificial 
intelligence 

Among the specific regulations governing 
AI, the Regulation on Artificial Intelligence 
(RIA) takes center stage. Once approved in 
2024, the RIA will not be fully applicable un-
til two years after its entry into force. None-
theless, it has already emerged as the corner-
stone of regulating this new technology. It will 
serve as the pivotal framework that shapes the 
utilization of AI across all sectors, with par-
ticular significance in healthcare. 

However, it is essential to note that the 
RIA does not provide a comprehensive and 
detailed regulation of AI as a technology. In-
stead, it focuses on setting specific restrictions 
of varying degrees depending on the particular 
use case. The regulation is based on the prin-
ciple of freedom of use of AI systems, with 
limitations imposed only when there is an im-
pact on rights, freedoms, and values. The pri-
mary objective of the RIA is to prevent frag-
mentation of the legal framework for AI by 
Member States that could impede free across-
borders movement of goods and services 
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4. A map of the regulation of the artificial 
intelligence in healthcare within the 
European Union 
The current moment provides a favorable 

context for increased utilization of AI in 
healthcare at the European level. This calls for 
the urgent identification and systematization 
of the legal framework for AI in healthcare. 
Stakeholders, both public and private, in the 
sector are grappling with a complex web of 
regulations, including both existing laws and 
those pending approval. These regulations do 
not seamlessly align due to their differing ba-
ses, resulting in overlapping and disorderly ar-
rangements. 

As a starting point, it should be borne in 
mind that the European Union intervenes 
based on the principle of attribution of compe-
tences. Therefore, it is necessary to identify 
the competences through which it regulates 
the use of AI in healthcare.  

On one hand, the Union holds competence 
over the single market, allowing it to intervene 
on AI as a “product”. On the other hand, by 
virtue of this same competence over the single 
market, it can also regulate medical devices 
incorporating AI. 

On the other hand, the Union has no com-
petence to regulate the organization and man-
agement of national healthcare systems. It is 
therefore up to the Member States to regulate 
the use of AI in their healthcare systems tak-
ing into account the regulations on AI and 
medical devices. 

Thus, the Union has a wide scope for ac-
tion to regulate the use of AI in healthcare, but 
limited to AI as a technology and as a medical 
device – when used in medical practice –. On 
the other hand, its competence will be very 
limited when it comes to regulating how na-
tional healthcare systems should acquire, 
manage and use AI.  

Taking into account the competencies of 
the Union, it is easier to systematize the regu-
lations governing the use of AI in healthcare 
at the European level. It is useful to distin-
guish several blocks according to their pur-
pose, which include specific rules on AI, 
healthcare-related rules applicable to AI sys-
tems and other general rules regulating the ac-
tivity of these systems. The following sections 
analyze these regulatory blocks, outlined as 
follows: 
a) A first block of specific measures on AI as 

a technology that includes both standards 
and soft-law measures: 

1. The Artificial Intelligence Regulation of 
2024.  

2. The proposal for a Directive on liability 
for artificial intelligence. 

3. The European Declaration on Digital 
Rights and Principles for the Digital 
Decade 2023.  

4. The Ethical guidelines for trustworthy 
AI adopted by the Expert Group in 
2019. 

5. Technical standards (ISO, IEC, CEN, 
CENELEC, ETSI, SIST). 

b) The second block consists of health-sector 
regulations affecting the use of AI. 
1. Regulation of medical devices. 
2. National regulations on the organization 

and functioning of health systems. 
c) The third block includes the general rules 

that apply to complementary issues that 
frame the use of AI in the healthcare set-
ting: 
1. Data regulations.  
2. Regulations on digital services. 
3. Regulations on cybersecurity. 
4. Product safety regulations.  
5. Fundamental Rights.  

4. Artificial Intelligence Regulations that 
condition AI use in healthcare 

4.1. European Union Regulation on artificial 
intelligence 

Among the specific regulations governing 
AI, the Regulation on Artificial Intelligence 
(RIA) takes center stage. Once approved in 
2024, the RIA will not be fully applicable un-
til two years after its entry into force. None-
theless, it has already emerged as the corner-
stone of regulating this new technology. It will 
serve as the pivotal framework that shapes the 
utilization of AI across all sectors, with par-
ticular significance in healthcare. 

However, it is essential to note that the 
RIA does not provide a comprehensive and 
detailed regulation of AI as a technology. In-
stead, it focuses on setting specific restrictions 
of varying degrees depending on the particular 
use case. The regulation is based on the prin-
ciple of freedom of use of AI systems, with 
limitations imposed only when there is an im-
pact on rights, freedoms, and values. The pri-
mary objective of the RIA is to prevent frag-
mentation of the legal framework for AI by 
Member States that could impede free across-
borders movement of goods and services 
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based on this technology.22 
Therefore, the RIA sets forth a framework 

of minimum standards, including prohibitions 
and requirements, aimed at preventing harm 
that may arise from certain uses of AI. How-
ever, it also permits unrestricted development 
and use in all other cases. In essence, it serves 
as a foundational regulation that prohibits 
Member States from imposing additional pro-
hibitions and requirements that may impede 
the free movement and use of AI systems. 

This does not imply that there is no room 
for further development of the legal frame-
work outlined in the RIA. Currently, it resem-
bles more of a directive than a regulation, as it 
is crafted using a unique legislative technique 
that blends principle-based regulation with 
limited specific requirements. Additionally, it 
refers to further development through delegat-
ed and implementing acts by both the Com-
mission and the Member States. 

Furthermore, in addition to the general 
regulations on AI outlined in the RIA, sector-
specific regulations will remain applicable. 
For instance, regulations on medical devices 
or the organization of healthcare systems may 
contain requirements that impact AI systems 
in those areas. This creates an additional regu-
latory framework that supplements the legal 
regime on AI, as will be further discussed in 
the following section. 

The scope of application of the RIA is 
broad, encompassing a horizontal and com-
prehensive range that extends across the entire 
healthcare sector. Specifically, it includes all 
uses of AI within healthcare. 

Specifically, concerning its objective di-
mension, the RIA encompasses all potential 
uses of AI systems across all sectors – with 
some exceptions23 – regardless of whether 
their utilization is professional or private. This 
includes all AI systems utilized in healthcare, 
ranging from apps promoting healthy habits to 
those employed with medical purpose and for 

 
22 Recital 1 states that the objective of the RIA is to im-
prove the functioning of the internal market by laying 
down a uniform legal framework in particular for the 
development, the placing on the market, the putting into 
service and the use of AI systems in the Union, in ac-
cordance with Union value. Article 1 adds that the ob-
jective of the RIA is to improve the functioning of the 
internal market and promote the uptake of human-
centric and trustworthy AI, while ensuring a high level 
of protection of health, safety, fundamental rights en-
shrined in the Charter of Fundamental Rights. 
23 Certain uses related to transportation (art. 2.2) and to 
national security (art. 2.3) are excluded. 

healthcare-service management. 
Similarly, according the subjective dimen-

sion, the RIA applies to all entities involved in 
the development, deployment, and utilization 
of AI systems, whether individuals or legal 
entities, public or private.24 This is particularly 
pertinent in the healthcare sector, as it implies 
that there is no differentiation based on 
whether the AI system is employed by private 
professionals or organizations or by the public 
health services of the Member States. Even if 
they are considered Public Administrations, 
they are not exempt from compliance with the 
RIA. 

At this point, to understand how stakehold-
ers in the healthcare sector fit into this frame-
work, it is necessary to delineate the various 
parties bound by the RIA. The RIA distin-
guishes between providers – who develop an 
AI system or commission its development –
and deployers, who professionally utilize an 
AI system under their authority. Lastly, there 
are the individuals affected by AI systems, 
known as the “persons concerned”.25 Accord-
ing to this configuration, healthcare profes-
sionals, companies, and organizations primari-
ly fall into the category of deployers, as they 
typically do not develop AI systems but rather 
acquire them from vendors.26 This distinction 
is significant because providers bear greater 
obligations, being responsible for ensuring the 
safety and reliability of AI systems as devel-
opers, while deployers are tasked with com-
plying to the conditions of use. As for pa-
tients, they are the ones impacted by AI sys-
tems, benefiting from the security and assur-
ance measures put in place, but their rights are 
relatively limited under the RIA.27 

Finally, concerning the territorial dimen-
 

24 “Provider” is defined as a natural or legal person, 
public authority, agency or other body that develops an 
AI system or a general-purpose AI model or that has an 
AI system or a general-purpose AI model developed and 
places it on the market or puts the AI system into ser-
vice under its own name or trademark, whether for 
payment or free of charge; while the “deployer” a natu-
ral or legal person, public authority, agency or other 
body using an AI system under its authority, except 
where the AI system is used in the course of a personal 
non-professional activity. 
25 Article 3 of the definitions refers to all the parties in-
volved, which are the provider, deployer, authorised 
representative, importer and distributor. 
26 In any case, to the extent that they can be considered 
to develop these AI systems – for example, by adapting 
an acquired AI system – they will be considered provid-
ers.  
27 Specifically, the right to an explanation of decisions 
taken individually (art. 86 RIA). 
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sion, it should be noted that the RIA applies to 
AI system-providers and deployer, regardless 
of whether they are established or located in 
third countries, as long as the output infor-
mation generated by the AI system is utilized 
within the Union.28 This extraterritorial reach 
of the RIA holds significance in digital activi-
ties, as they might be conducted from outside 
the Union but remain subject to its regulation. 

The RIA sets forth prohibitions and re-
quirements based on a risk-oriented approach 
that is open, proportionate, and adaptable, al-
lowing for flexible intervention based on the 
level of risk posed by various AI uses. It de-
lineates four risk levels: unacceptable-risk us-
es, which are prohibited; high-risk uses, sub-
ject to requirements verified through a con-
formity assessment; limited-risk uses, with 
minimum transparency obligations; and zero-
risk uses, which are exempt from restrictions. 

For systems intended for use in the 
healthcare sector, the classification as high-
risk systems is particularly relevant, as they 
have a significant impact on public health, 
safety, and fundamental rights. AI systems are 
classified as high-risk in two main ways: 
a) Firstly, high-risk AI systems include those 

utilized as safety components of products 
subject to conformity assessment under 
specific legislation, such as medical devic-
es. Therefore, reference must be made to 
Regulation (EU) 2017/745, discussed be-
low, to determine if an AI software can be 
considered a medical device. Among medi-
cal devices, those subject to a conformity 
assessment are classified as high-risk, 
while those subject to a declaration of con-
formity are excluded. 

b) Secondly, all AI systems listed in Annex 
III of the RIA are considered high-risk. 
Among the systems listed that are relevant 
to healthcare are the following in order of 
importance: 
1. AI systems used to access public health 

services encompass all those involved in 
the management of health services.29 
This reference is particularly pertinent 
for AI systems not directly related to 

 
28 As provided in Article 2.1 c). 
29 Annex III in paragraph 5(a) specifically refers to AI 
systems intended to be used by public authorities or on 
behalf of public authorities to evaluate the eligibility of 
natural persons for essential public-assistance benefits 
and services, including healthcare services, as well as to 
grant, reduce, revoke, or reclaim such benefits and ser-
vices. 

medical activities, as they are automati-
cally classified as medical devices and 
thus deemed high-risk. Non-medical 
systems determining access to and utili-
zation of health services, such as those 
scheduling medical appointments or 
calculating patient co-payments, fall in-
to this category. Additionally, Annex III 
specifically mentions AI systems in-
tended for assessing and categorizing 
emergency calls from individuals, as 
well as those utilized in dispatching or 
prioritizing first responders during 
emergency situations, including medical 
assistance services and emergency tri-
age systems. 

2. Biometric identification systems utilized 
for biometric categorization30 based on 
sensitive or protected attributes, such as 
race or ethnicity, represent another cate-
gory, which may be used, for instance, 
in routine triage processes. Moreover, 
biometric identification systems em-
ployed for emotion recognition, serving 
purposes like identifying pain or ad-
dressing mental-health concerns, could 
be pertinent. If intended for medical ap-
plications, these systems would fall un-
der the classification of high-risk medi-
cal devices and systems. 

3. Lastly, healthcare-provider companies 
and the national healthcare systems can 
use AI systems for personnel recruit-
ment and decision-making processes 
concerning labor relations and perfor-
mance evaluations that are also consid-
ered high-risk.31 
AI systems in Annex III will not be 
considered high-risk if they do not pose 
a significant risk of causing harm to the 
health, safety or fundamental rights of 
natural persons, especially when they do 
not substantially influence the outcome 
of decision making, i.e. when they are 
used as a complement to human deci-
sion making.32 This exception does not 

 
30 Included in Annex I, section I, which includes other 
cases. 
31 Annex III refers to them in paragraph 4 as an IA sys-
tem for “employment, management of workers and ac-
cess to self-employment”. 
32 Article 6.3 RIA indicates that this is the case when the 
AI system is intended to perform a limited procedural 
task; improve the outcome of a previously performed 
human activity; detect patterns of decision making or 
deviations and is not intended to replace human evalua-
tion; or when it performs a preparatory task for an eval-
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sion, it should be noted that the RIA applies to 
AI system-providers and deployer, regardless 
of whether they are established or located in 
third countries, as long as the output infor-
mation generated by the AI system is utilized 
within the Union.28 This extraterritorial reach 
of the RIA holds significance in digital activi-
ties, as they might be conducted from outside 
the Union but remain subject to its regulation. 

The RIA sets forth prohibitions and re-
quirements based on a risk-oriented approach 
that is open, proportionate, and adaptable, al-
lowing for flexible intervention based on the 
level of risk posed by various AI uses. It de-
lineates four risk levels: unacceptable-risk us-
es, which are prohibited; high-risk uses, sub-
ject to requirements verified through a con-
formity assessment; limited-risk uses, with 
minimum transparency obligations; and zero-
risk uses, which are exempt from restrictions. 

For systems intended for use in the 
healthcare sector, the classification as high-
risk systems is particularly relevant, as they 
have a significant impact on public health, 
safety, and fundamental rights. AI systems are 
classified as high-risk in two main ways: 
a) Firstly, high-risk AI systems include those 

utilized as safety components of products 
subject to conformity assessment under 
specific legislation, such as medical devic-
es. Therefore, reference must be made to 
Regulation (EU) 2017/745, discussed be-
low, to determine if an AI software can be 
considered a medical device. Among medi-
cal devices, those subject to a conformity 
assessment are classified as high-risk, 
while those subject to a declaration of con-
formity are excluded. 

b) Secondly, all AI systems listed in Annex 
III of the RIA are considered high-risk. 
Among the systems listed that are relevant 
to healthcare are the following in order of 
importance: 
1. AI systems used to access public health 

services encompass all those involved in 
the management of health services.29 
This reference is particularly pertinent 
for AI systems not directly related to 

 
28 As provided in Article 2.1 c). 
29 Annex III in paragraph 5(a) specifically refers to AI 
systems intended to be used by public authorities or on 
behalf of public authorities to evaluate the eligibility of 
natural persons for essential public-assistance benefits 
and services, including healthcare services, as well as to 
grant, reduce, revoke, or reclaim such benefits and ser-
vices. 

medical activities, as they are automati-
cally classified as medical devices and 
thus deemed high-risk. Non-medical 
systems determining access to and utili-
zation of health services, such as those 
scheduling medical appointments or 
calculating patient co-payments, fall in-
to this category. Additionally, Annex III 
specifically mentions AI systems in-
tended for assessing and categorizing 
emergency calls from individuals, as 
well as those utilized in dispatching or 
prioritizing first responders during 
emergency situations, including medical 
assistance services and emergency tri-
age systems. 

2. Biometric identification systems utilized 
for biometric categorization30 based on 
sensitive or protected attributes, such as 
race or ethnicity, represent another cate-
gory, which may be used, for instance, 
in routine triage processes. Moreover, 
biometric identification systems em-
ployed for emotion recognition, serving 
purposes like identifying pain or ad-
dressing mental-health concerns, could 
be pertinent. If intended for medical ap-
plications, these systems would fall un-
der the classification of high-risk medi-
cal devices and systems. 

3. Lastly, healthcare-provider companies 
and the national healthcare systems can 
use AI systems for personnel recruit-
ment and decision-making processes 
concerning labor relations and perfor-
mance evaluations that are also consid-
ered high-risk.31 
AI systems in Annex III will not be 
considered high-risk if they do not pose 
a significant risk of causing harm to the 
health, safety or fundamental rights of 
natural persons, especially when they do 
not substantially influence the outcome 
of decision making, i.e. when they are 
used as a complement to human deci-
sion making.32 This exception does not 

 
30 Included in Annex I, section I, which includes other 
cases. 
31 Annex III refers to them in paragraph 4 as an IA sys-
tem for “employment, management of workers and ac-
cess to self-employment”. 
32 Article 6.3 RIA indicates that this is the case when the 
AI system is intended to perform a limited procedural 
task; improve the outcome of a previously performed 
human activity; detect patterns of decision making or 
deviations and is not intended to replace human evalua-
tion; or when it performs a preparatory task for an eval-
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apply to AI software for medical pur-
poses, only to the AI system used in the 
management of healthcare benefits.  

High-risk systems must meet a series of re-
quirements, mainly subject to a risk-
management system that allows them to be 
identified and analyzed, assessed and evaluat-
ed and subjected to the appropriate risk-
management measures. In addition, there are 
other requirements related to data quality, 
documentation and traceability, transparency, 
human supervision, accuracy and robustness. 
Compliance with these requirements must be 
demonstrated by a conformity assessment 
conducted by an independent body designated 
by the Member States. Once the assessment 
has been passed, it is entered in a European 
register and the CE marking is affixed for 
placing on the market. 

Furthermore, the RIA sets forth particular 
transparency requirements for AI systems de-
signed to engage with individuals or to discern 
emotions, typically classified as limited-risk 
systems.33 It mandates the disclosure of the 
use of an AI system in such interactions, as 
well as when employing emotion-recognition 
or biometric-categorization systems, which 
can be fulfilled through verbal notification or 
displaying a logo. This transparency mandate 
will impact numerous AI systems used in 
healthcare, particularly those involved in pa-
tient interactions, whether medically or ad-
ministratively. 

Apart from the mentioned cases, all other 
AI systems are free to use without any prohi-
bition or requirement. However, these AI sys-
tems can voluntarily comply with the re-
quirements applicable to high-risk systems 
through Codes of Conduct, even though they 
are not obligated to do so. 

In healthcare, free-use AI systems will be 
less common, especially for medical purposes. 
Only those AI systems not considered high-
risk, such as those not classified as medical 
devices or those subject to a declaration of 
conformity – not a conformity assessment –, 
will be available for free use. However, in 
health management, there may be a greater 
number of freely available systems, as only 
those directly impacting access to healthcare 
benefits will be considered high-risk. 

 

 
uation relevant to the listed use cases. 
33 Article 50 RIA refers to transparency obligations of 
providers and users of certain AI systems. 

5.2. Other relevant artificial-intelligence 
Regulations  

In addition to the RIA, other European-
level regulations on AI are emerging, with rel-
evance to the utilization of AI systems in 
healthcare.  

A case in point is the proposal for a Di-
rective on AI liability, put forth by the Com-
mission in September 2022.34 The primary ob-
jective of this Directive is to harmonize cer-
tain national non-contractual fault-
based liability rules, so as to ensure that per-
sons claiming compensation for damage 
caused to them by an AI system enjoy a level 
of protection equivalent to that enjoyed 
by persons claiming compensation for damage 
caused without the involvement of an AI sys-
tem. The Directive introduces two mecha-
nisms aimed at overcoming this imbalance 
and facilitate tort-liability claims that may be 
frustrated by the complexity of AI systems 
and their opacity when dealing with black-box 
systems. 

To this end, the Directive imposes the dis-
closure of evidence on high-risk AI systems to 
enable a claimant to substantiate a non-
contractual fault-based claim for damages. 
Furthermore, it introduces a rebuttable pre-
sumption regarding the causal link between 
fault (failure of performance) and damage 
(system performance), thereby shifting the 
burden of proof in the case of non-contractual 
fault-based claims brought before national 
courts for damages caused by an AI system.35 

It is, therefore, an initiative that will be ab-
solutely essential to determine the patrimonial 
liability in the event of damage derived from 
IA systems in the healthcare field, making it 
easier for patients to claim against both 
healthcare providers and IA-system providers. 
In these cases, there seems to be no difference 
between a public or private healthcare provid-
er, since, although the regulation refers to cas-
es of civil liability, it is understood that this 
regulation is applicable to cases of liability of 

 
34 Proposal for a Directive of the European Parliament 
and the Council on adapting non-contractual civil liabil-
ity rules to artificial intelligence (AI Liability Directive) 
COM(2022) 496 final, 28.09.2022. The liability of ro-
bots is a relevant issue see F. Ramón Fernández, Inteli-
gencia artificial y la atención médica: pacientes, diag-
nóstico y robots, in Revista de derecho y genoma hu-
mano: genética, biotecnología y medicina avanzada, no. 
56, 2022, 125-156. 
35 This is regulated in Article 4 of the proposed Di-
rective, which refers to the rebuttable presumption of 
causality in case of fault. 
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administrations.36 This however will be one of 
the issues to clarify.  

Therefore, this initiative is crucial for find-
ing liability in cases of damages caused by AI 
systems in healthcare, aiming to simplify the 
process for patients to seek compensation 
from both healthcare providers and AI-system 
developers. In these scenarios, the distinction 
between public and private healthcare provid-
ers seems negligible. While the regulation 
primarily focuses on civil-liability cases, its 
applicability to instances of administrative li-
ability requires further clarification. 

At present, the RIA (Regulatory Impact 
Assessment) and the proposed Directive on AI 
liability represent the EU’s specific regula-
tions concerning AI. However, it is likely that 
additional initiatives will arise at the European 
level, addressing specific facets, such as intel-
lectual property. Moreover, sectors like trans-
portation or national security, which are be-
yond the scope of the RIA, may also see dedi-
cated regulatory efforts in the future. While it 
may seem logical to establish specific rules 
for the use of AI in sensitive sectors such as 
healthcare, the EU’s approach is to apply a 
single general regulation, the RIA, to all AI 
applications. This does not preclude each 
Member State from applying its own regula-
tions within its jurisdiction, including those 
relating to AI in sensitive sectors such as 
healthcare. 

5.3. Soft law on artificial intelligence 
The EU’s strategy for governing AI goes 

beyond traditional regulation by incorporating 
various soft-law instruments to complement 
its legal framework. 

A) Firstly, there are political documents 
recognizing digital rights, such as the Europe-
an Declaration of Digital Rights and Princi-
ples for the Digital Decade, approved by the 
European Parliament, the Council, and the 
Commission on 23 January 2023. Chapter III 
addresses interactions with algorithms and AI 
systems, laying down principles applicable 
across various domains, including healthcare. 

 
36 The term “civil liability” does not exclude the liability 
of the Administration. In addition, the proposal of Di-
rective uses the RIA definitions of provider and user 
(deployer), which include both public and private par-
ties. In addition, the explanation accompanying the pro-
posal states that: “While this Directive does not apply 
with respect to criminal liability, it may be applicable 
with respect to state liability. State authorities are also 
covered by the provisions of the AI Act as subjects of 
the obligations prescribed therein.”  

These principles advocate for human-
centered, reliable, ethical, transparent, and 
non-discriminatory AI systems. Moreover, 
they emphasize the importance of human 
oversight in AI-generated outcomes affecting 
people’s safety and fundamental rights, cau-
tioning against using AI to preempt decisions, 
particularly in healthcare. 

While non-binding, these policy documents 
codify existing rights and indicate the emer-
gence of new ones. They also serve as an in-
terpretative criterion for existing regulations 
that may not yet fully encompass these princi-
ples. 

B) Secondly, with the 2018 Ethical Guide-
lines for Trustworthy AI, established by the 
High-Level Expert Group, the European Un-
ion seeks to establish itself as a leader in pro-
moting trustworthy and ethical AI practices.  

While non-binding, these guidelines hold 
significant legal weight, serving as a reference 
for both the Union and its Member States in 
the development and interpretation of AI regu-
lation. Additionally, they provide guidance for 
AI providers and users (deployers), outlining 
principles, requirements, and procedures for 
ensuring the reliability of AI systems. 

C) A final important soft-law instrument 
with considerable influence is the standardiza-
tion or technical normalization systems. These 
standards are not legally binding but are wide-
ly acknowledged by providers and users as 
benchmarks for quality and legal compliance. 
Due to their technical depth, detail, and adapt-
ability, they effectively address the specifics 
left by mandatory hard-law regulations.  

Notably, standardization is poised to play a 
crucial role, evident in the latest ICT Stand-
ardization Plans of the European Union,37 
which are paving the way for the development 
of the initial technical standards on AI. 

 

 

 
37 AI standards have been an important part of the suc-
cessive EU Rolling Plan since 2018 and specific com-
mittees already exist (such as UNE Committee CTN 
71/SC 42 Artificial Intelligence and Big Data) and spe-
cific standards have been adopted, such as: AI concepts 
and terminology (ISO/IEC 22989: 2022), biases in AI 
systems and AI-assisted decision making (ISO/IEC TR 
24027:2021), guidelines for the implementation of AI 
systems (ISO/IEC 42001:2023), AI risk management 
(ISO/IEC 23894:2023). 
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administrations.36 This however will be one of 
the issues to clarify.  

Therefore, this initiative is crucial for find-
ing liability in cases of damages caused by AI 
systems in healthcare, aiming to simplify the 
process for patients to seek compensation 
from both healthcare providers and AI-system 
developers. In these scenarios, the distinction 
between public and private healthcare provid-
ers seems negligible. While the regulation 
primarily focuses on civil-liability cases, its 
applicability to instances of administrative li-
ability requires further clarification. 

At present, the RIA (Regulatory Impact 
Assessment) and the proposed Directive on AI 
liability represent the EU’s specific regula-
tions concerning AI. However, it is likely that 
additional initiatives will arise at the European 
level, addressing specific facets, such as intel-
lectual property. Moreover, sectors like trans-
portation or national security, which are be-
yond the scope of the RIA, may also see dedi-
cated regulatory efforts in the future. While it 
may seem logical to establish specific rules 
for the use of AI in sensitive sectors such as 
healthcare, the EU’s approach is to apply a 
single general regulation, the RIA, to all AI 
applications. This does not preclude each 
Member State from applying its own regula-
tions within its jurisdiction, including those 
relating to AI in sensitive sectors such as 
healthcare. 

5.3. Soft law on artificial intelligence 
The EU’s strategy for governing AI goes 

beyond traditional regulation by incorporating 
various soft-law instruments to complement 
its legal framework. 

A) Firstly, there are political documents 
recognizing digital rights, such as the Europe-
an Declaration of Digital Rights and Princi-
ples for the Digital Decade, approved by the 
European Parliament, the Council, and the 
Commission on 23 January 2023. Chapter III 
addresses interactions with algorithms and AI 
systems, laying down principles applicable 
across various domains, including healthcare. 

 
36 The term “civil liability” does not exclude the liability 
of the Administration. In addition, the proposal of Di-
rective uses the RIA definitions of provider and user 
(deployer), which include both public and private par-
ties. In addition, the explanation accompanying the pro-
posal states that: “While this Directive does not apply 
with respect to criminal liability, it may be applicable 
with respect to state liability. State authorities are also 
covered by the provisions of the AI Act as subjects of 
the obligations prescribed therein.”  

These principles advocate for human-
centered, reliable, ethical, transparent, and 
non-discriminatory AI systems. Moreover, 
they emphasize the importance of human 
oversight in AI-generated outcomes affecting 
people’s safety and fundamental rights, cau-
tioning against using AI to preempt decisions, 
particularly in healthcare. 

While non-binding, these policy documents 
codify existing rights and indicate the emer-
gence of new ones. They also serve as an in-
terpretative criterion for existing regulations 
that may not yet fully encompass these princi-
ples. 

B) Secondly, with the 2018 Ethical Guide-
lines for Trustworthy AI, established by the 
High-Level Expert Group, the European Un-
ion seeks to establish itself as a leader in pro-
moting trustworthy and ethical AI practices.  

While non-binding, these guidelines hold 
significant legal weight, serving as a reference 
for both the Union and its Member States in 
the development and interpretation of AI regu-
lation. Additionally, they provide guidance for 
AI providers and users (deployers), outlining 
principles, requirements, and procedures for 
ensuring the reliability of AI systems. 

C) A final important soft-law instrument 
with considerable influence is the standardiza-
tion or technical normalization systems. These 
standards are not legally binding but are wide-
ly acknowledged by providers and users as 
benchmarks for quality and legal compliance. 
Due to their technical depth, detail, and adapt-
ability, they effectively address the specifics 
left by mandatory hard-law regulations.  

Notably, standardization is poised to play a 
crucial role, evident in the latest ICT Stand-
ardization Plans of the European Union,37 
which are paving the way for the development 
of the initial technical standards on AI. 

 

 

 
37 AI standards have been an important part of the suc-
cessive EU Rolling Plan since 2018 and specific com-
mittees already exist (such as UNE Committee CTN 
71/SC 42 Artificial Intelligence and Big Data) and spe-
cific standards have been adopted, such as: AI concepts 
and terminology (ISO/IEC 22989: 2022), biases in AI 
systems and AI-assisted decision making (ISO/IEC TR 
24027:2021), guidelines for the implementation of AI 
systems (ISO/IEC 42001:2023), AI risk management 
(ISO/IEC 23894:2023). 
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6. Health Regulations affecting the use of 
artificial intelligence  

6.1. European Union Regulation on Medical 
Devices 

In addition to the general regulation on AI 
that conditions its uses, some sectoral regula-
tions also affect the use of AI systems inte-
grated in certain products and subject to spe-
cific regulations, such as toys, elevators, pre-
cision equipment, radio equipment and, as far 
as we are concerned here, medical devices that 
are subject to Regulation 2017/745 (EU).38 

The definition of medical devices encom-
passes AI systems, as it expressly includes 
“software” intended by the manufacturer to be 
used by individuals for “specific medical pur-
poses” such as:39 
a) Diagnosis, prevention, monitoring, predic-

tion, prognosis, treatment or alleviation of 
disease, 

b) Diagnosis, monitoring, treatment, allevia-
tion of, or compensation for, an injury or 
disability, 

c) Investigation, replacement or modification 
of the anatomy or of a physiological or 
pathological process or state, 

d) Providing information by means of in vitro 
examination of specimens derived from the 
human body. 
Therefore, general-purpose software used 

within healthcare but lacking a medical pur-
pose is excluded, as is software designed for 
wellness or lifestyle purposes.40 The criterion 
is not whether the software directly impacts 
the human body, but rather whether its intend-
ed purpose aligns with that of a medical de-

 
38 Regulation (EU) 2017/745 of the European Parlia-
ment and of the Council of 5 April 2017 on medical de-
vices, amending Directive 2001/83/EC, Regulation (EC) 
No 178/2002 and Regulation (EC) No 1223/2009 and 
repealing Council Directives 90/385/EEC and 
93/42/EEC.  
39 Article 2 of Regulation (EU) 2017/745 which defines 
“medical device” as any instrument, device, equipment, 
hardware, software, implant, reagent, material or other 
article intended by the manufacturer to be used on hu-
mans, separately or in combination, for any of the fol-
lowing specific medical purposes. See S. Jabri, Artificial 
Intelligence and Healthcare: Products and Procedures, 
in Regulating Artificial Intelligence, in T. Wischmeyer 
and T. Rademacher (eds), Cham, Springer, 2020, 328-
335. 
40 Recital 19 refers to general-purpose programs (e.g., a 
word processor used in a hospital) although the distinc-
tion is not so simple. It also leaves out computer pro-
grams aimed at wellness or lifestyle goals (such as 
health, sleep, diet, etc. apps) that do not have the status 
of a medical device. 

vice.41 Consequently, any software used for 
health services management unrelated to med-
ical functions would also be excluded from 
being considered medical devices. 

Finally, it should be noted that computer 
software can qualify as medical devices when 
it is used directly and independently, but also 
when used as an accessory when it serves to 
operate a medical device – for example, soft-
ware that controls an insulin pump. 

Medical-device software is categorized into 
different classes depending on the level of risk 
it poses to people’s health. This classification 
dictates the extent of the requirements such 
products must meet before they can be com-
mercialized, ranging from less stringent to 
more stringent standards.42 

Thus, software intended to provide infor-
mation for making decisions for therapeutic or 
diagnostic purposes is classified in class IIa, 
unless these decisions have an impact that 
could cause death or an irreversible deteriora-
tion of a person’s state of health (in which 
case it would be class III), or a serious deterio-
ration of a person’s state of health or a surgi-
cal intervention (in which case it would be 
class IIb). On the other hand, software intend-
ed to monitor physiological processes is clas-
sified as class IIa, unless it is intended for 
monitoring vital physiological parameters, in 
which case it is classified in class IIb. All oth-
er software is classified as class I. 

This classification of software as medical 
device responds to the classical programming 
paradigm, since they are limited to the typical 
functions of this type of software that com-
plements – but does not replace – the activity 
of healthcare professionals, providing infor-
mation for decision making or facilitating the 
observation of physiological processes. There-
fore, automated medical-device software is 

 
41 For an analysis of AI systems in medical devices in 
the United State see W. Nicholson Price II, Artificial In-
telligence in Health Care: Applications and Legal Is-
sues, in SciTech Lawyer, no. 14, 2017, 15-17. Also see 
N. Terry, Of Regulating Healthcare AI and Robots, in 
Yale Journal of Law and Technology, no. 21, 2019, 15-
17. For an overview of the regulation of medical devices 
and a comparison between the EU and the USA see F. 
Pesapane, C. Volonté, M. Codari et al., Artificial intelli-
gence as a medical device in radiology: ethical and 
regulatory issues in Europe and the United States, in In-
sights Imaging, vol. 9, 2018, 745-753.  
42 As provided in Rule 11 of Annex VIII of Regulation 
(EU) 2017/745. On the classification of AI software see 
A. Kiseleva, AI as a Medical Device: Is It Enough to 
Ensure Performance Transparency and Accountability 
in Healthcare?, in European Pharmaceutical Law Re-
view, no. 1, 2020, 8-10. 
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not conceivable without direct human inter-
vention, limiting the scope and potential of AI 
systems in medical practice. 

All medical-device software needs a decla-
ration of conformity – which is common to all 
classes – with which manufacturers guarantee 
that their products conform to the essential re-
quirements. Depending on the classification, 
they must obtain a certificate of conformity –
classes IIa, IIb, III and others – issued by a no-
tified body that verifies the conformity of the 
products corresponding to different class re-
quirements. 

Regulation 2017/745 (EU) on Medical De-
vices and the RIA operate concurrently in the 
regulation of AI systems utilized for medical 
purposes. Their simultaneous application is 
not redundant, as each serves distinct objec-
tives. The Medical Devices Regulation is pri-
marily concerned with safeguarding health, 
whereas the RIA aims to protect other rights 
and interests of patients.43 

Thus, AI systems that are considered medi-
cal devices will be classified, firstly, accord-
ing to the classification of the Regulation on 
Medical Devices depending on the risk they 
pose to health. They are also classified 
through the RIA which, by default, classifies 
them as high-risk systems, regardless of the 
level of risk to health they pose.44 

This implies that AI systems for medical 
purposes will have to undergo three conformi-
ty assessments: one based on their classifica-
tion as medical devices and obtain a conformi-
ty-assessment certificate from a notified body 
at national level; one as high-risk AI systems 
from another notified body under the RIA; 
and an impact assessment, in cases involving 
high risks to the rights and freedoms of indi-
viduals under the RGPD data-protection regu-

 
43 Thus, the AI software with medical purpose ensures 
that it does not cause physical harm, but, in addition, 
that it does not affect privacy or equality. Recital 64 of 
the RIA highlights the different risks faced by the RIA 
with respect to sectoral regulation: “The hazards of AI 
systems covered by the requirements of this Regulation 
concern different aspects than the existing Union har-
monisation legislation and therefore the requirements of 
this Regulation would complement the existing body of 
the Union harmonisation legislation. For example, ma-
chinery or medical devices products incorporating an AI 
system might present risks not addressed by the essen-
tial health and safety requirements set out in the relevant 
Union harmonised legislation, as that sectoral law does 
not deal with risks specific to AI systems.” 
44 Therefore, an AI system for body temperature meas-
urement will always be a high-risk AI system under the 
RIA, but may be classified as a Class I medical device 
which is the lowest level of risk. 

lation. 
To avoid duplication and reduce burdens, 

the RIA integrates the supervision of the re-
quirements relating to high-risk IA systems 
within sectoral regulations, resulting in a sin-
gle conformity assessment that will be, in the 
case of medical software, the one applicable to 
medical devices.45  

Although this solution is pragmatic, it has 
significant drawbacks. First, the criteria for 
evaluating AI systems – including transparen-
cy, impartiality, data integrity, traceability, 
oversight and robustness – are diluted within 
the sectoral procedure. This dilution occurs 
because the sectoral regulations primarily pri-
oritize health protection, but do not fully ad-
dress other values in the evaluation of AI sys-
tems. There is also a major organizational 
problem, as the incorporation of IA-system 
requirements into sectoral procedures exceeds 
the health expertise of the sectoral-assessment 
body, which will need to be restructured.46 

6.2. National Regulations governing Public 
Healthcare Systems 

Another sectoral regulation governing the 
use of AI in healthcare are the regulations of 
national public healthcare systems. In this re-

 
45 This is provided for in Article 74(4) RIA, which states 
that the supervisory procedures for IA systems do not 
apply when those legislative acts already provide for 
procedures ensuring an equivalent level of protection 
having the same objective. Recital 64 explains this solu-
tion: “This calls for a simultaneous and complementary 
application of the various legislative acts. To ensure 
consistency and to avoid an unnecessary administrative 
burden and unnecessary costs, providers of a product 
that contains one or more high-risk AI system, to which 
the requirements of this Regulation and of the Union 
harmonisation legislation based on the New Legislative 
Framework and listed in an annex to this Regulation ap-
ply, should have flexibility with regard to operational 
decisions on how to ensure compliance of a product that 
contains one or more AI systems with all the applicable 
requirements of that Union harmonised legislation in an 
optimal manner. That flexibility could mean, for exam-
ple a decision by the provider to integrate a part of the 
necessary testing and reporting processes, information 
and documentation required under this Regulation into 
already existing documentation and procedures required 
under existing Union harmonisation legislation based on 
the New Legislative Framework and listed in an annex 
to this Regulation. This should not, in any way, under-
mine the obligation of the provider to comply with all 
the applicable requirements”. In a similar sense, see re-
cital 81 with respect to quality-management systems. 
46 Thus, national authorities for the evaluation of medi-
cal devices will have to adapt in order to be able to veri-
fy the compliance of AI systems with the requirements 
related to aspects such as respect for the principles of 
equality, transparency, respect for fundamental rights, 
among others. 
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not conceivable without direct human inter-
vention, limiting the scope and potential of AI 
systems in medical practice. 

All medical-device software needs a decla-
ration of conformity – which is common to all 
classes – with which manufacturers guarantee 
that their products conform to the essential re-
quirements. Depending on the classification, 
they must obtain a certificate of conformity –
classes IIa, IIb, III and others – issued by a no-
tified body that verifies the conformity of the 
products corresponding to different class re-
quirements. 

Regulation 2017/745 (EU) on Medical De-
vices and the RIA operate concurrently in the 
regulation of AI systems utilized for medical 
purposes. Their simultaneous application is 
not redundant, as each serves distinct objec-
tives. The Medical Devices Regulation is pri-
marily concerned with safeguarding health, 
whereas the RIA aims to protect other rights 
and interests of patients.43 

Thus, AI systems that are considered medi-
cal devices will be classified, firstly, accord-
ing to the classification of the Regulation on 
Medical Devices depending on the risk they 
pose to health. They are also classified 
through the RIA which, by default, classifies 
them as high-risk systems, regardless of the 
level of risk to health they pose.44 

This implies that AI systems for medical 
purposes will have to undergo three conformi-
ty assessments: one based on their classifica-
tion as medical devices and obtain a conformi-
ty-assessment certificate from a notified body 
at national level; one as high-risk AI systems 
from another notified body under the RIA; 
and an impact assessment, in cases involving 
high risks to the rights and freedoms of indi-
viduals under the RGPD data-protection regu-

 
43 Thus, the AI software with medical purpose ensures 
that it does not cause physical harm, but, in addition, 
that it does not affect privacy or equality. Recital 64 of 
the RIA highlights the different risks faced by the RIA 
with respect to sectoral regulation: “The hazards of AI 
systems covered by the requirements of this Regulation 
concern different aspects than the existing Union har-
monisation legislation and therefore the requirements of 
this Regulation would complement the existing body of 
the Union harmonisation legislation. For example, ma-
chinery or medical devices products incorporating an AI 
system might present risks not addressed by the essen-
tial health and safety requirements set out in the relevant 
Union harmonised legislation, as that sectoral law does 
not deal with risks specific to AI systems.” 
44 Therefore, an AI system for body temperature meas-
urement will always be a high-risk AI system under the 
RIA, but may be classified as a Class I medical device 
which is the lowest level of risk. 

lation. 
To avoid duplication and reduce burdens, 

the RIA integrates the supervision of the re-
quirements relating to high-risk IA systems 
within sectoral regulations, resulting in a sin-
gle conformity assessment that will be, in the 
case of medical software, the one applicable to 
medical devices.45  

Although this solution is pragmatic, it has 
significant drawbacks. First, the criteria for 
evaluating AI systems – including transparen-
cy, impartiality, data integrity, traceability, 
oversight and robustness – are diluted within 
the sectoral procedure. This dilution occurs 
because the sectoral regulations primarily pri-
oritize health protection, but do not fully ad-
dress other values in the evaluation of AI sys-
tems. There is also a major organizational 
problem, as the incorporation of IA-system 
requirements into sectoral procedures exceeds 
the health expertise of the sectoral-assessment 
body, which will need to be restructured.46 

6.2. National Regulations governing Public 
Healthcare Systems 

Another sectoral regulation governing the 
use of AI in healthcare are the regulations of 
national public healthcare systems. In this re-

 
45 This is provided for in Article 74(4) RIA, which states 
that the supervisory procedures for IA systems do not 
apply when those legislative acts already provide for 
procedures ensuring an equivalent level of protection 
having the same objective. Recital 64 explains this solu-
tion: “This calls for a simultaneous and complementary 
application of the various legislative acts. To ensure 
consistency and to avoid an unnecessary administrative 
burden and unnecessary costs, providers of a product 
that contains one or more high-risk AI system, to which 
the requirements of this Regulation and of the Union 
harmonisation legislation based on the New Legislative 
Framework and listed in an annex to this Regulation ap-
ply, should have flexibility with regard to operational 
decisions on how to ensure compliance of a product that 
contains one or more AI systems with all the applicable 
requirements of that Union harmonised legislation in an 
optimal manner. That flexibility could mean, for exam-
ple a decision by the provider to integrate a part of the 
necessary testing and reporting processes, information 
and documentation required under this Regulation into 
already existing documentation and procedures required 
under existing Union harmonisation legislation based on 
the New Legislative Framework and listed in an annex 
to this Regulation. This should not, in any way, under-
mine the obligation of the provider to comply with all 
the applicable requirements”. In a similar sense, see re-
cital 81 with respect to quality-management systems. 
46 Thus, national authorities for the evaluation of medi-
cal devices will have to adapt in order to be able to veri-
fy the compliance of AI systems with the requirements 
related to aspects such as respect for the principles of 
equality, transparency, respect for fundamental rights, 
among others. 
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gard, it should be noted that the organization 
and management of public services is an ex-
clusive competence of the Member States.47 
Additionally, since a significant portion of 
healthcare systems operate as public admin-
istrations, it is important to understand that the 
Union does not have competence over the or-
ganization and functioning of national admin-
istrations either. 

Therefore, Member States have room to 
define the conditions for integrating AI sys-
tems into their healthcare system. This can be 
accomplished through regulations governing 
healthcare systems as well as through regula-
tions governing the organization and opera-
tions of public administrations. 

Member States must limit themselves to 
regulate the use of AI in the organization and 
management of healthcare systems. They 
should not interfere in matters relating to med-
ical AI systems, as the Union’s competence 
over the single market – exercised over both 
AI systems and medical devices – prevents 
Member States from adopting measures that 
would hinder the movement of these products.  

To date, Member States have not enacted 
regulations specifically addressing the use of 
AI in healthcare systems.48 This is likely be-
cause AI technology is not yet widely adopt-
ed, and there is anticipation for the European 
Regulation on AI, which is expected to estab-
lish the foundation and boundaries for any fur-
ther national regulation. However, some 
Member States are taking steps by enacting 
measures on the use of AI in public admin-
istrations but more focused on their legal ac-
tivity formalized in procedures, and less on 
the material provision of public services.49 

 
47 Article 168(1) TFEU provides that “7. Union action 
shall respect the responsibilities of the Member States 
for the definition of their health policy and for the or-
ganisation and delivery of health services and medical 
care. The responsibilities of the Member States shall in-
clude the management of health services and medical 
care and the allocation of the resources assigned to 
them.” 
48 In Spain, the regulations that shape the National 
Health System, such as the General Health Act, the Co-
hesion and Quality Act and the regional regulations, 
contain provisions referring to digitalization – as in the 
case of the digital medical record or the electronic pre-
scription –, but there are no specific provisions regard-
ing AI. 
49 In the case of Spain, the provision applicable to the 
use of AI solutions by Administrations in general is Ar-
ticle 41 of 40/2015 Act on the Legal Regime of the Pub-
lic Sector on “automated administrative actions” but it is 
not applicable to material activity as it is limited to ac-
tions taken in the framework of a procedure. On the 

7. General Regulations framing the use of 
artificial intelligence  
The final regulatory block to consider en-

compasses general regulations that govern the 
use of AI. These regulations serve various 
purposes and do not specifically mention AI 
but nonetheless condition its use. They consti-
tute the legal framework with which AI sys-
tems must comply and will be complemented, 
rather than replaced, by the RIA. It is useful to 
make a systematic list of all the regulations 
currently governing AI in healthcare. This list 
demonstrates that AI in healthcare is already 
regulated, even if not by specific regulations. 
Therefore, compliance with all these regula-
tions is essential when using AI in healthcare, 
with the specific circumstances of each case 
determining the extent of its application. 

Firstly, data regulations have increased 
significantly due to the European Data Strate-
gy. This strategy is designed to maximize data 
potential and make their reuse and share easier 
within the market, while still protecting citi-
zens’ rights, especially their privacy. For this 
reason, the strategy relies on the General Data 
Protection Regulation, which will be applied 
whenever personal data are processed in AI 
operations.50 Among the measures established 
to promote the free flow of data in the Union 
are the Open Data Directive, the 2022 Data 
Governance Act and the 2023 Data Act.51 

 
other hand, Article 23 of Act 15/2022, on equal treat-
ment and non-discrimination, which requires Admin-
istrations to promote mechanisms to ensure transparen-
cy, explainability, accountability and minimize biases in 
the algorithms involved in decision making; impact as-
sessments following the principles set forth in the Euro-
pean Union regulations; and a seal of quality of the al-
gorithm. In any case, there is no mandatory require-
ment, nor is it specified what these measures consist of, 
so that, in the end, it is a referral to the RIA. See J. 
Valero Torrijos, The Legal Guarantees of Artificial In-
telligence in Administrative Activity: Reflections and 
Contributions from the Viewpoint of Spanish Adminis-
trative Law and Good Administration Requirements, in 
European Review of Digital Administration & Law – 
Erdal, 2020, vol. 1, issue 1-2, 55-61. 
50 On the application of automated decisions by AI sys-
tems in healthcare see J. Meszaros, J. Minari and I. 
Huys, The future regulation of artificial intelligence sys-
tems in healthcare services and medical research in the 
European Union, in Frontiers in Genetics, no. 13, 2022. 
51 The EU’s data strategy is outlined in the Commission 
Communication “A European Data Strategy” 
COM(2020) 66 final, February 19, 2020. Within the da-
ta regulatory package are: 
- General Data Protection: Regulation (EU) 2016/679 of 
27 April 2016 on the protection of natural persons with 
regard to the processing of personal data and on the free 
movement of such data; 
- Judicial Data Protection Directive: Directive (EU) 
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Furthermore, when AI systems are incorpo-
rated into online services, they fall under the 
scope of digital-services regulations. Specifi-
cally, this includes the Information Society 
Directive and the Digital Services Act when 
they are integrated into intermediary services 
such as online platforms and marketplaces. In 
addition, the Digital Markets Act applies to 
“gatekeepers,” which are large-scale compa-
nies that operate key-platform services.52 

Of particular relevance to the use of AI in 
healthcare are cybersecurity regulations. 
Among them, the NIS 2 Directive, which es-
tablishes measures for the coordination and 
management of security protocols for net-
works and information systems. Also, the Cy-
bersecurity Regulation and the proposed Cy-
bersecurity Products Regulation. In addition, 
the regulation on critical infrastructures affect-
ing national health services.53 

Furthermore, as AI systems are products, 
they are subject to general product-safety and 
product-liability regulations, including the 

 
2016/680 of the Council of 27 April 2016 on the protec-
tion of natural persons with regard to the processing of 
personal data by competent authorities for the purposes 
of the prevention, investigation, detection or prosecution 
of criminal offences or the execution of criminal penal-
ties, and on the free movement of such data; 
- Re-use Directive: Directive (EU) 2019/1024 on open 
data and re-use of public sector information;  
Data Governance Act: Regulation (EU) 2022/868 of 30 
May 2022 on European data governance;  
- Data Act: Regulation (EU) 2023/2854 of the Council 
of 13 December 2023 on harmonised rules on fair ac-
cess to and use of data. 
52 The Digital Services Package contains the following 
legislation: 
- Directive on electronic commerce: Directive 

2000/31/EC of 8 June 2000 on certain legal aspects of 
information society services, in particular electronic 
commerce, in the Internal Market; 

- Digital Services Act: Regulation (EU) 2022/2065 of 
the Council of 19 October 2022 on a Single Market 
For Digital Services;  

- Digital Markets Act: Regulation (EU) 2022/1925 of 
14 September 2022 on contestable and fair markets in 
the digital sector. 

53 Cybersecurity regulation applicable to AI systems in-
clude: 
- NIS Directive 2: Directive (EU) 2022/2555 of 14 De-

cember 2022 on measures for a high common level of 
cybersecurity across the Union; 

- Cybersecurity Act: Regulation (EU) 2019/881 of 17 
April 2019 on ENISA (the European Union Agency 
for Cybersecurity) and on information and communi-
cations technology cybersecurity certification; 

- Proposal for a Regulation on horizontal cybersecurity 
requirements for products with digital elements 
COM/2022/454 final; 

- Critical Infrastructure Directive: Directive (EU) 
2022/2557 of 14 December 2022 on the resilience of 
critical entities. 

General Product Safety Regulation and the 
Machinery Regulation, as well as to product-
liability and general consumer and user regu-
lations.54 

Last but not least, AI systems will have to 
respect the system of fundamental rights, both 
those recognized at the European level in the 
Charter55 and the European Convention on 
Human Rights, and those recognized at the na-
tional level in each of the Constitutions of the 
Member States.  

This complete and dense set of rules ap-
plies to IA systems in general, regardless of 
their use. In any case, as these are generic 
rules, they are specified and/or displaced by 
the special rules that will be issued specifical-
ly on IA systems, namely the RIA and the 
proposed Directive on Liability on IA, to 
which other specific rules will be added.  

8. A critical overview of the European Union 
regulatory landscape of artificial 
intelligence in healthcare  
This review of the regulations governing 

AI in healthcare highlights the challenges 
posed by its regulation, as there is no specific 
regulation of its own, but rather different lay-
ers of rules regulating different aspects such 
as the use of AI, medical devices, national 
healthcare systems and multiple related as-
pects such as data, cybersecurity, etc. 

In the case of Regulation on AI, it should 
be noted that although the RIA applies to all 
AI systems used in healthcare, it establishes 
requirements of varying intensity depending 
on the use in question. Thus, all AI systems 
used for medical purposes will be considered 
high-risk and must pass a conformity assess-
ment. The same applies to AI systems used for 
healthcare management that affect the access 

 
54 Product and consumer-protection regulations include: 
Consumer protection Regulation: Regulation (EU) 
2017/2394 of 12 December 2017 on cooperation be-
tween national authorities responsible for the enforce-
ment of consumer protection laws. 
- Product Safety Regulation: Regulation (EU) 2023/988 

of the Council of 10 May 2023 on general product 
safety;  

- Machinery Regulation: Regulation (EU) 2023/1230 of 
the Council of 14 June 2023 on machinery; 

- Proposal for a Directive on liability for defective 
products COM/2022/495 final; 

- Consumer Protection Regulation: Regulation (EU) 
2017/2394 of 12 December 2017 on cooperation be-
tween national authorities responsible for the en-
forcement of consumer protection laws. 

55 Charter of Fundamental Rights of the European Un-
ion of 2000 (2016/C 202/02). 
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Furthermore, when AI systems are incorpo-
rated into online services, they fall under the 
scope of digital-services regulations. Specifi-
cally, this includes the Information Society 
Directive and the Digital Services Act when 
they are integrated into intermediary services 
such as online platforms and marketplaces. In 
addition, the Digital Markets Act applies to 
“gatekeepers,” which are large-scale compa-
nies that operate key-platform services.52 

Of particular relevance to the use of AI in 
healthcare are cybersecurity regulations. 
Among them, the NIS 2 Directive, which es-
tablishes measures for the coordination and 
management of security protocols for net-
works and information systems. Also, the Cy-
bersecurity Regulation and the proposed Cy-
bersecurity Products Regulation. In addition, 
the regulation on critical infrastructures affect-
ing national health services.53 

Furthermore, as AI systems are products, 
they are subject to general product-safety and 
product-liability regulations, including the 

 
2016/680 of the Council of 27 April 2016 on the protec-
tion of natural persons with regard to the processing of 
personal data by competent authorities for the purposes 
of the prevention, investigation, detection or prosecution 
of criminal offences or the execution of criminal penal-
ties, and on the free movement of such data; 
- Re-use Directive: Directive (EU) 2019/1024 on open 
data and re-use of public sector information;  
Data Governance Act: Regulation (EU) 2022/868 of 30 
May 2022 on European data governance;  
- Data Act: Regulation (EU) 2023/2854 of the Council 
of 13 December 2023 on harmonised rules on fair ac-
cess to and use of data. 
52 The Digital Services Package contains the following 
legislation: 
- Directive on electronic commerce: Directive 

2000/31/EC of 8 June 2000 on certain legal aspects of 
information society services, in particular electronic 
commerce, in the Internal Market; 

- Digital Services Act: Regulation (EU) 2022/2065 of 
the Council of 19 October 2022 on a Single Market 
For Digital Services;  

- Digital Markets Act: Regulation (EU) 2022/1925 of 
14 September 2022 on contestable and fair markets in 
the digital sector. 

53 Cybersecurity regulation applicable to AI systems in-
clude: 
- NIS Directive 2: Directive (EU) 2022/2555 of 14 De-

cember 2022 on measures for a high common level of 
cybersecurity across the Union; 

- Cybersecurity Act: Regulation (EU) 2019/881 of 17 
April 2019 on ENISA (the European Union Agency 
for Cybersecurity) and on information and communi-
cations technology cybersecurity certification; 

- Proposal for a Regulation on horizontal cybersecurity 
requirements for products with digital elements 
COM/2022/454 final; 

- Critical Infrastructure Directive: Directive (EU) 
2022/2557 of 14 December 2022 on the resilience of 
critical entities. 

General Product Safety Regulation and the 
Machinery Regulation, as well as to product-
liability and general consumer and user regu-
lations.54 

Last but not least, AI systems will have to 
respect the system of fundamental rights, both 
those recognized at the European level in the 
Charter55 and the European Convention on 
Human Rights, and those recognized at the na-
tional level in each of the Constitutions of the 
Member States.  

This complete and dense set of rules ap-
plies to IA systems in general, regardless of 
their use. In any case, as these are generic 
rules, they are specified and/or displaced by 
the special rules that will be issued specifical-
ly on IA systems, namely the RIA and the 
proposed Directive on Liability on IA, to 
which other specific rules will be added.  

8. A critical overview of the European Union 
regulatory landscape of artificial 
intelligence in healthcare  
This review of the regulations governing 

AI in healthcare highlights the challenges 
posed by its regulation, as there is no specific 
regulation of its own, but rather different lay-
ers of rules regulating different aspects such 
as the use of AI, medical devices, national 
healthcare systems and multiple related as-
pects such as data, cybersecurity, etc. 

In the case of Regulation on AI, it should 
be noted that although the RIA applies to all 
AI systems used in healthcare, it establishes 
requirements of varying intensity depending 
on the use in question. Thus, all AI systems 
used for medical purposes will be considered 
high-risk and must pass a conformity assess-
ment. The same applies to AI systems used for 
healthcare management that affect the access 

 
54 Product and consumer-protection regulations include: 
Consumer protection Regulation: Regulation (EU) 
2017/2394 of 12 December 2017 on cooperation be-
tween national authorities responsible for the enforce-
ment of consumer protection laws. 
- Product Safety Regulation: Regulation (EU) 2023/988 

of the Council of 10 May 2023 on general product 
safety;  

- Machinery Regulation: Regulation (EU) 2023/1230 of 
the Council of 14 June 2023 on machinery; 

- Proposal for a Directive on liability for defective 
products COM/2022/495 final; 

- Consumer Protection Regulation: Regulation (EU) 
2017/2394 of 12 December 2017 on cooperation be-
tween national authorities responsible for the en-
forcement of consumer protection laws. 

55 Charter of Fundamental Rights of the European Un-
ion of 2000 (2016/C 202/02). 
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to healthcare benefits. Otherwise, all systems 
that interact with people or recognize senti-
ments will be subject to transparency obliga-
tions. All other AI systems used in healthcare 
are free to use and will not be subject to any 
limitations or requirements. 

As for the Regulation on medical devices, 
it covers a large part of the AI systems used in 
healthcare since it applies to all those AI-
products that have a specific medical purpose 
– diagnosis, prevention, monitoring, predic-
tion, prognosis, treatment or disease allevia-
tion – and will be classified according to the 
risk they present to health, so they must, in all 
cases, make a declaration of conformity, and 
in cases of greater risk to health they must ob-
tain a conformity assessment.  

The national regulations on the organiza-
tion and operation of public health services 
can specify how AI systems can be used into 
the public system in terms of access to health 
benefits. The problem is that it can lead to two 
modes of AI use by establishing unjustifiable 
differences between use of AI in public 
healthcare, which would be subject to stricter 
rules, and the use of AI in private healthcare, 
which would be subject to general require-
ments.  

Finally, there are the numerous general da-
ta, digital services, cybersecurity, consumer 
and fundamental rights regulations to comply 
with, in addition to AI and medical device-
specific regulations that may modulate or shift 
their content.  

The unique structure of the legal frame-
work regulating AI in healthcare suggests that 
it may be insufficient due to the lack of specif-
ic legislation tailored to this context.56 While 
measures such as the RIA, together with the 
proposed Directive on AI liability and soft-
law measures, help mitigate the risks associat-
ed with AI systems in healthcare, they do not 
fully address the risks associated with their 
medical use. Conversely, the Regulation on 
Medical Devices ensures the safety of AI sys-
tems for medical purposes, but does not cover 
other non-health-related aspects, such as 
equality, transparency, etc. 

Therefore, it is crucial that all these regula-
tions are applied in a complementary and co-
ordinated manner to ensure effectiveness 
without imposing excessive burdens on indi-

 
56 For a similar critic see H. van Kolfschooten, EU Reg-
ulation of Artificial Intelligence: Challenges for Pa-
tients’ Rights, in Common Market Law Review, no. 59, 
2022, 81-112. 

viduals. Without proper coordination, an AI 
system intended for medical use might need to 
undergo multiple conformity assessments, in-
cluding those for medical devices, high-risk 
AI, and data protection. Hence, the RIA, in the 
case of AI software considered to be medical 
devices, refers to sectoral assessment proce-
dures, although this solution is questionable 
due to the lack of specialization of the body 
that must carry out this assessment. 

Moreover, the Regulation on medical de-
vice may be outdated to cope with the peculi-
arities of AI systems, as they were developed 
to ensure the safety of classical programming 
software with medical purpose. This raises 
difficulties, on the one hand, for the classifica-
tion of AI systems as medical devices, since 
many of them are used as decision-support 
systems and, although the CJEU has adopted a 
functional criterion in the definition of medi-
cal devices based on medical purpose, this 
may be difficult to apply in some cases. On 
the other hand, the use of AI systems in 
healthcare also poses problems, since their au-
tonomous software is not allowed and no ref-
erence is made to the relevance that these sys-
tems can have in decision-making, which, in 
some cases, can even replace them. 

These shortcomings highlight the im-
portance of adopting a strategy regarding the 
use of AI in healthcare. The European Parlia-
ment has proposed some alternatives57 such 
as: 
a) Extend AI regulatory frameworks and 

codes of practice to address healthcare-
specific risks and requirements; Promote 
multi-stakeholder engagement and co-
creation throughout the whole lifecycle of 
medical AI algorithms;  

b) Create an AI passport and traceability 
mechanisms for enhanced transparency and 
trust in medical AI;  

c) Develop frameworks to better define ac-
countability and monitor responsibilities in 
medical AI;  

d) Introduce education programmes to en-
hance the skills of healthcare professionals 
and the literacy of the general public. 

e) Promote further research on clinical, ethi-
cal and technical robustness in medical AI; 

f) Implement a strategy for reducing the Eu-
ropean divide in medical AI. 

 
57 See Artificial Intelligence in Healthcare: Applica-
tions, risks, and ethical and societal impacts, EPRS | 
European Parliamentary Research Service, Scientific 
Foresight Unit (STOA) PE 729.512 – June 2022, 46-53. 
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The most straightforward solution may be 
the enactment of specific regulation at the Eu-
ropean level to address the unique characteris-
tics of AI systems in healthcare. Such regula-
tions should integrate the requirements out-
lined in the RIA and update those of the Regu-
lation on Medical Devices. The growing rele-
vance of AI systems in healthcare and their 
profound impact makes it advisable to adopt a 
comprehensive regulation to ensure the safe 
and responsible use of these technologies in 
such a critical and sensitive area as healthcare, 
which involves numerous rights, health and 
human life.  
 


